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A High-Performance and Low-Power Network-on-Chip
Architecture for Neural Networks

Nasrin Akbari Bita Dabiri Mehdi Modarressi

School of Electrical and Computer Engineering, University of Tehran, Tehran, Iran

ABSTRACT

Emerging neural network accelerators are often implemented as a many-core chip and rely on a network-on-chip to
handle the huge amount of inter-neuron traffic. The well-known mesh and tree are the most popular topologies in
prior many-core neural network implementations and research proposals. However, these conventional topologies
suffer from high diameter, low bisection bandwidth, and poor collective communication support. In this paper, we
present a customized version of the Dragonfly topology for Neural Networks. The capability of dragonfly to
support multicast and broadcast traffic in a simple and efficient way, as well as its low diameter, is the major
motivation behind proposing a customized version of this topology as the communication infrastructure of neural
network accelerators. We also apply a conflict-free static scheduling for neurons to send their data to the network,
thereby enable the network to use very simple circuit-switched routers to further improve power/performance
profile. We compare Dragonfly with some state-of-the-art NoC topologies adopted in recent neural network
hardware accelerators and show that it yields lower average message hop count and higher throughput.

Keywords: Network-on-Chip, Neural Network, Circuit-Switching, Low-Power, Dragonfly Topology.
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Cross-Lingual Opinion Mining using Semantic Features

Shima Esmaeili Taft Azadeh Shakery

School of Electrical and Computer Engineering, University of Tehran, Tehran, Iran

ABSTRACT

Opinion mining or sentiment analysis is a subtask of text mining that analyzes the sentiment orientation of
subjective documents. Both supervised and unsupervised methods have been proposed in the literature for this task.
Supervised methods generally perform better than unsupervised methods, but they require a large set of labeled
training dataset in the same domain and language of the test dataset. Creating a large training dataset is costly, and
thus it is desired to make use of available datasets in one language to train the model in another one. Obviously
using the available dataset directly won't have the desired result, so how to transfer the information from the source
language to the target language is the challenge. In this paper we propose a cross-lingual opinion mining method
which makes use of the available training data in one language to build a classifier and classify new documents in
another language. To this end, a bilingual dictionary is used to overcome the language barrier, which is an available
translation resource even in resource lean languages. The proposed method suggests dividing the features of both
languages into two categories; pivot features and non-pivot features. Then using an unlabeled opinion dataset in
both languages, a bipartite graph between these two categories of features is constructed. Bilingual semantic
features are extracted by clustering this graph and documents in both languages are transferred into a unified
semantic space. Experiment results on an English-German dataset show the significantly better performance of the
proposed method compared to other cross-lingual methods.

Keywords: Opinion Mining, Sentiment Analysis, Pivot Feature, Semantic Feature, Cross-Lingual, Domain-
Independent Feature, Domain-Specific Feature, Bipartite Graph, Classification.
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A New Energy-Aware Mapping and Scheduling Algorithm for
Multi-Core Structure

Aminollah Mahabadi Fateme AsgariBidhendi

Department of Electrical Engineering, Shahed University, Tehran, Iran

ABSTRACT

Chips can contain hundreds of pre-designed processing core being into a chip and have provided a chip with high
complexity. In the case of such chips, as one of the most important issues is resources mapping and scheduling on
the chip. It is well known that the mapping and scheduling tasks is an NP problem and need to be controlled
together to achieve the effective scheduling and mapping. This paper obtains the solution near to the optimal of
static tasks and communications mapping and scheduling in network on chip with two-dimension almesh
architecture. The solution is an energy-aware heuristic algorithm, using a combination of genetic algorithm and
simulated annealing which aims to minimize energy consumption and the implementation time of an application.
Experimental results of some real and standard benchmarks show that the model proposed by this research provides
average improvement of about %210in scheduling and improvement of more than %90 in execution time in mapping
with relation to genetic algorithm

Keywords: Network on Chip (NoC), Mapping and Scheduling, Genetic Algorithm (GA), Simulated Annealing
(SA), Integer Linear Programming (ILP).
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Prolonging the Lifetime of Non-Volatile Last Level Cache Using
Spare Blocks
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ABSTRACT

Non-volatile memory technologies, such as STT-RAM, have high cell density and near-zero leakage power. Thus,
non-volatile STT-RAM caches can be considered as a proper candidate to replace traditional SRAM-based caches.
Beside the mentioned advantages, non-volatile technologies suffer from low write-endurance and this can lead to
short lifetime of non-volatile caches. In this paper, we propose a new method to increase the lifetime of non-
volatile last level caches by adding spare blocks in each set. When a block is failed in a set, we simply remove that
block from the set and pad a spare block to the set. Evaluation results show that the proposed method can improve
over the state-of-the art by 20% and 8% in lifetime and performance.

Keywords: Non-Volatile Memory, Last Level Cache, STT-RAM, Write Endurance, Lifetime.
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Locating Best Geographical Location for Green Datacenter in
Iran with Respect to Continental, Political and Social Conditions

Majid Hajibaba Saeed Gorgin
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ABSTRACT

Identifying and determining the geographic coordinates of the location of data center, is important for
organizations. Evaluating, identifying and determining the coordinates depend on various factors, criteria and
parameters while this diversity causes decision making be difficult for managers. This paper, for first time,
comprehensively evaluates the decision criteria and explains the options available for hosting green data centers in
Iran. The system presented in this paper, evaluate a comprehensive list of potential factors with respect to
continental, political and social conditions and other factors. Then rank provinces in Iran to determine the
geographical coordinates of data center. In this system, more than 40 criteria in four main categories include
weather, natural disasters, facilities and unnatural events have been evaluated. The inference process, will be
completed in an adaptive and flexible manner with integration and weighting parameters that obtained from
experts’ judgments and using a hierarchical analytics processing, and then by a major-voting mechanism. Finally,
the system recommend appropriate geographical areas in high accuracy rate.

Keywords: Datacenter, Green Datacenter, Datacenter Site Locating, Datacenter Site Locating Criteria, Province
Ranking.











